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Abstract—Network function virtualization (NFV) and software-defined networking (SDN) are two recent networking paradigms that strive to increase manageability, scalability, programmability and dynamism. The former decouples network functions and hosting devices, while the latter decouples the data and control planes. However, as more operators adopt these new paradigms, there is a growing need to address multi-failure conditions, particularly those arising from large-scale disaster events. Hence this study proposes enhanced “risk-aware” virtual function mapping and traffic routing schemes to improve the reliability of user services as well as reduce deployment and routing costs.
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I. INTRODUCTION

Carriers and service providers have traditionally used vendor-proprietary systems to build their network infrastructures and offer client services. These systems feature a high degree of hardware-software integration/coupling and offer carrier-grade availability, widely termed as “five 9’s” or 99.999% (25 seconds of annual downtime) [5]. Nevertheless, these legacy systems are very expensive and constrained by complex upgrade cycles. These limitations present many challenges in today’s fast-paced services markets, i.e., in terms of vendor dependency, cost and lack of service flexibility.

In light of the above, network designers have introduced new paradigms to achieve more rapid and flexible service provisioning capabilities. The key innovations here include software defined networking (SDN) and network function virtualization (NFV). Namely, SDN decouples the data and control planes, thereby facilitating streamlined data forwarding and programmable services. Meanwhile NFV virtualizes and replicates data plane functionality in software over dispersed commoditized servers, i.e., virtual network functions (VNF). This allows operators to rapidly (re)deploy network services by efficiently placing virtual functions and routing data flows between sites supporting these desired functions. As a result, capital and operational expenses (capex, opex) can be greatly reduced along with time to market. Overall, SDN and NFV technologies are seeing strong traction in the data-center and enterprise markets and even making strong inroads into larger metro-regional and core networks.

As NFV paradigms gain traction, researchers have started to address a range of provisioning concerns. Foremost, network operators have to design/adopt an orchestration solution capable of interfacing the virtual functions with the underlying virtual infrastructure, i.e., virtual network function infrastructure (NFVI). Next, efficient VNF placement schemes are also needed to efficiently place VNFs, or simply virtual functions, to reduce costs and consequently increase revenue. Along these lines, various studies have looked at NFV management and orchestration (MANO) and the VNF location/placement problem. In addition, VNF redeployment schemes have also been studied in order to investigate redeployment times and control procedures [3].

However, as NFV adoption grows, service reliability is becoming a major concern [5]. Indeed many clients will still expect a high degree of reliability despite their services being provisioned over commodity-based systems. Nevertheless, survivable NFV provisioning has not received much attention to date. For example, there are only a handful of related studies on single node and link failures [1]-[7]. In general, these methods are largely inadequate for handling large disaster-type events which can yield multiple system failures with high levels of temporal and spatial correlation [8]. Hence the distribution of NFV-based services across dispersed infrastructures offers much promise for improving service reliability here.

Overall, disaster recovery has been well-studied within the context of regular connection routing [9],[10] and also virtual network embedding (VNE) [11]-[13]. Most of these efforts leverage detailed a-priori stochastic multi-failure models to characterize large-scale disasters and then develop a range of provisioning and backup methodologies to minimize failure risk. Nevertheless there are no known studies on NFV provisioning for disaster scenarios. Hence this effort leverages existing a-priori multi-failure risk models to develop more resilient NFV provisioning strategies. In particular, a novel integer linear programming (ILP) optimization scheme is developed to improve resiliency and also achieve a proper tradeoff with underlying costs, i.e., including methods based upon resource usage minimization, routing cost minimization, failure risk minimization, and hybrid schemes. Additionally, a greedy heuristic scheme is also presented as a complementary method for large-scale networks.

This paper is organized as follows. First, a background review of existing work in VNF placement and routing is presented in Section II, including a look at the latest NFV survivability schemes. Subsequently, Section III presents the overall notation and stochastic multi-failure disaster model. A detailed optimization formulation for “risk-aware” VNF provisioning is then presented in Section IV, followed by the greedy heuristic scheme. Finally, Section V presents some detailed performance results as well as future directions.
II. BACKGROUND SURVEY

The overall topic of NFV provisioning/design has received notable attention in recent years. In particular, a wide range of studies have already been done, including [2], [14], [15], [16], [18] and [19]. For example, [15] presents an ILP scheme to minimize VNF deployment costs using multiple approximation techniques. However, routing costs and bandwidth capacity are not taken into consideration. Meanwhile, the authors in [19] also study the joint placement of functions and routing of services with traffic engineering (TE) considerations. In particular, a detailed optimization model is presented along with a greedy heuristic strategy to maximize the number of satisfied VNFs (while minimizing VNF setup and routing costs). Load balancing is also implemented here. Overall results show that both methods increase the number of satisfied VNFs without overloading link capacity.

Recent studies have also looked at survivability concerns for VNF mapping and routing, albeit for isolated single node and link failures only. For example, in [1] the authors consider the interdependency between VNFs, i.e., service function chaining (SFC), and the fact that the failure of a single datacenter can affect the whole end-to-end service. Hence a novel orchestrator is proposed to dynamically redefine flows, steering traffic to establish new paths and reduce downtime. Although an extended orchestration architecture is proposed, the authors do not consider pre-provisioning metrics, i.e., probabilistic failures, resources and bandwidth requirements, etc. Furthermore, the authors only consider rerouting capabilities for disaster recovery. Meanwhile [2] proposes a resilient allocation scheme for SFCs. First the authors implement a greedy heuristic to successfully map the virtual network functions forwarding graph (VNF-FG), i.e., by considering resource allocation constraints and VNFs interdependence. Next, a link-disjoint backup path is set up between neighboring datacenters as well as backup nodes for each VNF host. However the VNF resource allocation backtracking scheme is very time consuming.

Meanwhile, [3] focuses on heuristic-based schemes for joint placement/combination of functions (topology design) and routing of demands (service chains) to minimize bandwidth usage. The authors also consider reliability concerns by assuming the availability of node (cloud) and link availability metrics. Namely, several heuristics are developed to improve overall service chain reliability for single failures, i.e., by computing node and link disjoint backup service chains. In particular, two methods are proposed here, dedicated and shared, with the latter allowing backup resource multiplexing between backups for service chains without any overlaps, i.e., as done for regular shared connection protection strategies [9]. Results show a clear tradeoff between reliability and efficiency, with dedicated protection giving higher (lower) reliability (efficiency) than shared protection.

Meanwhile, [4] proposes a greedy VNF provisioning heuristic that evaluates the probabilistic availability of resources (VNFs instances, servers, links and clusters). This
value is computed as the product of the availability of all resources satisfying the request. Although a-priori probabilities are considered here, the authors assume that enough physical resources are available. Additionally, routing and load balancing concerns are not addressed, which plays a critical role in VNF placement, see [19]. Similarly, [6] proposes a greedy heuristic to compute the actual temporal availability of physical resources, which is then used to define the probabilistic availability of a path. Furthermore, [5] presents a high-level look at VNF resiliency and outlines a range of requirements, i.e., failure management, state management/synchronization, VNF migration, and even handling of larger correlated failures. Finally, [7] introduces a heuristic scheme to efficiently place primary and redundant/backup VNFs since most other efforts do not analyze the availability of backup deployments. Here the authors assign a reliable SFC by computing the cost of all physical resources within that SFC.

Researchers have also looked at network survivability for large-scale disasters with multiple near-simultaneous and correlated failures. For example, [9] introduces a realistic stochastic failure model, i.e., probabilistic shared risk link group (pSRLG), to specify a-priori failure risk regions with conditional node and link failure probabilities. Novel optimization and heuristic algorithms are then designed and evaluated to minimize joint primary/backup connection route failures. However these schemes do not account for resource efficiency concerns and can give longer detoured risk-averse routes. Hence the authors in [10] propose a further heuristic to incorporate additional load-balancing concerns with reliability. Recent efforts have also looked at disaster recovery for virtual network (VN) services using a-priori failure risk region models. For example, [11] and [12] proposes two heuristics for backup virtual node/link provisioning, i.e., termed as supplemental and incremental. The former computes mappings for each risk region and then combines them by using resource sharing on common nodes and links. Meanwhile the latter adds backup virtual nodes/links as needed to a base mapping in order to protect against each risk region. However these schemes can yield high resource inefficiency, and hence [13] proposes improved strategies to group the failure regions.

Despite these contributions, there are still no known studies on disaster-aware provisioning for multiple failures in NFV-capable infrastructures. This is a major concern since these events can cause widespread service disruption due to the high levels of (virtual function) multiplexing in NFV-based setups. In light of the above, there is a pressing need to study NFV provisioning within the context of large-scale multi-failure disasters, i.e., network function placement and routing. These solutions should incorporate known risk (vulnerability) regions as well as resource efficiency concerns. Some new solutions in this problems space are now detailed.

III. NOTATION OVERVIEW & FAILURE MODEL

The overall notation is first presented to specify the physical network, NFV-related demand models, and multi-failure outage model (see also Fig. 1).

A. Physical Network

The physical network is denoted by graph $G=(V,E)$, where $V$ is the set of nodes and $E$ the set of links. Each link $(i,j) \in E$ also has an associated cost $c^{ij}$ and bandwidth capacity $b^{ij}$, which quantifies the cost of routing through that link and the link capacity, respectively. Also the subset $D \subseteq V$ represents the set of datacenters where NFs are implemented and can be provisioned, and the set of all possible NFs is also denoted by $F$. Hence a given datacenter $d \in D$ implements a subset of functions $F_d \subseteq F$. The customizable number of resource types is also denoted by the integer $m$. For example, $m=3$ can refer to processor, storage and memory resources. It is also assumed that a datacenter $d \in D$ has a finite amount of resources $W_d = \{w^{d,1}, w^{d,2}, ..., w^{d,m}\}$. Hence in order to implement a function $i \in F_d$, datacenter $d \in D$ uses $w^{d,1}_i, w^{d,2}_i, ..., w^{d,m}_i$ resources. This resource requirement is datacenter-dependent, which mirrors the fact that some datacenters may specialize in implementing certain functions. Also, the setup cost of locating an instance of a function $i \in F_d$ at datacenter $d$ is $c^{d,i}$, and an instance of function $i$ at datacenter $d$ can serve $\lambda^d_i$ requests. In order to accommodate more requests (defined in Section III-B), multiple instances of function $i$ can also be deployed at datacenter $d$. However each instance here will consume additional resources and entails added setup cost.

B. NFV Demand Model

Now let $R$ be the set of requests arriving from clients. Here each request $r \in R$ is characterized by a 4-tuple format $(src_r, dst_r, F_r, b_r)$, which denotes the source and destination nodes of the flow, the set of requested functions $F_r \subseteq F$, and the minimum required bandwidth capacity. Fig. 1 shows a sample infrastructure with two requests, Request A and Request B. Here, Request A defines datacenter $d_1$ as its source and datacenter $d_3$ as its destination, and requests 3 NFs, i.e., $a, b, c$. Additionally, a minimum bandwidth availability of $b_r=50$ is also requested. Similarly, Request B has the following parameters: $src_r = d_2$, $dst_r = d_6$, $F_r = d, e, f$ and $b_r=100$. The VNF placement scheme then focuses on defining the best placement locations according to the objective function. Now the overall cost of provisioning all functions $F_r$ associated with request $r$ along a path $P_r$ is given by:

$$d(P_r) = \sum_{d \in D} \sum_{i \in F_r} c^{d,i} y^d_i \quad (1)$$

Similarly, the total routing cost for this path is also given by:

$$c(P_r) = \sum_{r \in R} \sum_{(i,j) \in E} c^{ij} I^{ij}_r \quad (2)$$

C. Multi-Failure Outage Model

A realistic probabilistic model is used to specify large-scale disaster events with multiple highly-correlated spatial and temporal link failures. Namely, the set $U$ defines an a-priori set of outage events, $U=\{u_1, u_2, ..., u_N\}$, where each event $u_n$ has an associated occurrence probability, $p(u_n)$. As per [12],[13], it is also assumed that all events are
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IV. RELIABLE PROVISIONING STRATEGIES
As noted in Section II, to the best of the authors’ knowledge, there are no known studies on VNF placement under multiple correlated failures, i.e., to minimize provisioning costs, increase survivability, achieve load balancing, etc. Accordingly, a pre-fault “risk-aware” ILP optimization model is proposed here to reduce failure downtime and maximize the number of satisfied requests, termed as the risk-aware ILP (RA-ILP) scheme. These events can include natural disasters, weapon of mass destruction (WMD) attacks or cascading power outages. In addition, a greedy heuristic scheme is also presented to overcome some of the scalability limitations of the optimization model, termed as risk-aware greedy heuristic (RA-GH) scheme. Furthermore, a “non-risk-aware” ILP with all link failure probabilities set to zero is also presented for comparison reasons, termed as joint routing and placement ILP (JRP-ILP). Finally, a “non-risk-aware” greedy heuristic scheme is also implemented, termed as joint routing and placement greedy heuristic (JRP-GH).

A. Optimization Model

A novel disaster-aware ILP optimization scheme (RA-ILP) is proposed here. Foremost, consider some additional variable definitions:

\[ x_{r,d}^i \in \{0,1\} \quad r \in R, i \in F_r, d \in D | i \in F_d \]

\[ y_d^i \in \mathbb{Z}^+ \quad d \in D, i \in F_d \]

\[ l_{r}^{ij} \in \{0,1\} \quad r \in R, (i,j) \in E \]

\[ 0 \leq \alpha \leq 1 \]

Namely, \( x_{r,d}^i \) is a binary value which indicates whether function \( i \in F_r \) requested by request \( r \in R \) is implemented at datacenter \( d \in D \) or not. Meanwhile \( y_d^i \) represents the number of instances of function \( i \in F \) at node \( d \in D \). Also \( l_{r}^{ij} \) is also binary and indicates whether link \( (i,j) \in E \) is used to route the traffic flow for request \( r \in R \). Finally, \( \alpha \) represents the highest link usage ratio, i.e., sum of all \( b_{r} \) using a link \( (i,j) \in E \) divided by link capacity \( b_{i,j} \). The overall objective function is given by:

\[
\max F = w_1 \sum_{r \in R} \sum_{i \in F_r} \sum_{d \in D | i \in F_d} x_{r,d}^i - w_2 \sum_{d \in D} \sum_{i \in F_d} \lambda_{d}^{i} y_d^i
\]

\[
- w_3 \sum_{r \in R} \sum_{(i,j) \in E} c_{r}^{ij} l_{r}^{ij} \ast (1 + \omega(i,j)) - \alpha w_4
\]

(7)

The above model tries to maximize the total number of satisfied NFs and is composed of 4 terms multiplied by respective weight factors, \( w_1, w_2, w_3 \) and \( w_4 \) (for establishing a tradeoff between deployment and routing costs). Namely, the first term above represents the total number of satisfied NFs, and the main goal is to maximize this value. Meanwhile the total cost of deploying NFs instances and accepting requests at the various datacenters is given by the second term. Similarly, the third term is the total routing cost. However note that the link failure probabilities \( \omega(i,j) \) are also incorporated here. Namely, the routing cost can be increased proportional to the link failure probability. Meanwhile the fourth term represents the maximum overall link load. Note that the second, third and fourth terms are all negative since maximizing a negative term is equivalent to minimizing it [19].

Next, Eqs. 8 to 15 specify the required constraints for the above optimization model:

\[
0 \geq \omega(i,j) \leq 100
\]

(8)

\[
\sum_{d \in D} x_{r,d}^i \leq 1 \quad r \in R, i \in F_r
\]

(9)

\[
x_{r,d}^i \leq y_d^i \quad r \in R, i \in F_r, d \in D | i \in F_d
\]

(10)

\[
\sum_{i \in F_d} w_{d,i} y_d^i \leq w_{d,j} \quad d \in D, r \in R, j \in \{1,2,...,m\}
\]

(11)

\[
\sum_{r \in R} x_{r,d}^i \leq \lambda_{d}^{i} y_d^i \quad d \in D, i \in F_d
\]

(12)

\[
\sum_{j:(i,j) \in E} l_{r}^{ij} - \sum_{j:(j,i) \in E} l_{r}^{ij} = \begin{cases} 
-1; i = dst_r, src_r \neq dst_r \\
1; i = src_r, src_r \neq dst_r \\
0; otherwise, i \in V, r \in R
\end{cases}
\]

(13)

\[
\sum_{(j,i) \in E} l_{r}^{ij} \geq x_{r,d}^i \quad r \in R, i \in F_r, d \in D | i \in F_d
\]

(14)

\[
\sum_{r \in R} l_{r}^{ij} b_r \leq ab_{i,j} \quad \{i,j\} \in E
\]

(15)

In particular, Constraint 8 ensures that the percentage failure probability assigned to a specific link ranges between 0-100, while Constraint 9 ensures that a function \( i \) requested by request \( r \) is serviced by at most one datacenter \( d \). Since the objective of the ILP is to maximize the sum of all variables sufficiently rare and therefore can be treated as independent and mutually-exclusive, \( \sum_{u_n \in U} p(u_n) = 1 \). Without loss of generality, it is assumed that all outages are non-overlapping in the geographic domain. Now each event has an associated set of vulnerable links, termed as the shared risk link group (SRLG). A non-conditional failure probability \( \omega(i,j) \) is also defined for each physical link \( (i,j) \in E \) in the region of event \( u_n \) (with respect to the occurrence of event \( u_n \)). Note that this framework can also be extended for conditional failure probabilities with overlapping risk regions.

Constraint 12 indicates that the total number of requests for instances of \( w \) amount of resources \( d \) states that the overall amount of type \( r \) with request \( d \) is placed at datacenter \( i \) at most the number of instances of \( i \) at \( d \) times the capacity \( \lambda_j^r \) of an instance \( i \). Also, Constraint 13 represents flow conservation, and Constraint 14 guarantees that if a function \( i \) requested by request \( r \) is placed at datacenter \( d \), then traffic flows will be routed through that datacenter. Finally, Constraint 15 guarantees that the sum of all links \((i,j)\) used by a traffic flow associated with request \( r \) times the load \( b_r \) demanded by request \( r \) is bounded by the product of the link capacity \( b_{i,j} \) times \( \alpha \). As a result, traffic flows are mapped to links that have little/no load profile (higher available capacity), i.e., load balancing. This is critical for the fourth term of the objective function, which also avoids/minimizes link overload by introducing a link load minimization function variable, \( \alpha \).

**B. ILP Complexity Analysis**

Since the objective function and constraints are linear, and the variables are all integral, the proposed algorithm is NP-hard [15]. Now the complexity of both ILP schemes can be determined by the number of variables that they utilize. Namely, Constraints 3, 9 and 11 dominate the upper-bound for the total number of variables, defined by the product \( |R||F||D| \), i.e., \( O(|R||F||D|) \). Now it is generally difficult to specify limits on the number of requests (or number of functions) beforehand to ensure ILP convergence. However for small-to-medium network topologies the proposed ILP can still be solved in a reasonable amount of time, i.e., less than a few hundred nodes.

**C. Heuristic Strategies**

The exponential time complexity introduced by the ILP optimization is a concern for complex scenarios with a large number of variables, i.e., many datacenters, links, requests, functions. As a result, polynomial-time heuristic schemes can provide timely but sub-optimal solutions. Now many heuristic schemes are available, i.e., genetic algorithms, particle swarm optimization, simulated annealing, greedy heuristics, etc. However, the latter approach is chosen here due to its low complexity and its usage in most current efforts, see [2], [4], [6]. Accordingly, a new greedy heuristic scheme that solves the risk-aware NF placement problem for larger networks is shown in Fig. 2.

Overall, the proposed algorithm implements a two-stage solution. Namely, given a graph and input parameters (akin to RA-ILP scheme: source, destination, set of NFs and minimum link capacity), the algorithm returns values for the variables \( x^r_i,d \), \( y^r_d \), \( l^r_i,j \) and \( \alpha \). Namely the First Stage (lines 4-13) in Fig. 2 shows how the algorithm places the NFs at datacenters to reduce deployment cost. However since only SRLG (link failure probabilities) are considered here, this stage does not consider failure probabilities. For each function \( i \) requested by \( r \in R \), the algorithm also selects the datacenter \( d_k \) that implements \( i \) with the lowest setup cost, and at the same time has sufficient resources to host upcoming requests (line 8). Once a NF is placed, the resources for \( d_k \) are updated accordingly as follows. Namely if there is an instance of NF \( i \) at datacenter \( d_k \) with enough instance capacity to satisfy request \( r \), the remaining capacity is decremented by 1. Otherwise, if there is no instance of \( i \) to serve request \( r \), another instance is created at cost \( c^r_{d_k} \). Either way, the available resources \( w_{d_k,i,j} \) at \( d_k \) are reduced by \( w^r_{d_k,i,j} \) (line 9, \( j = \{1,2,...,m\} \) where \( m \) is the number of resources). Each newly-created instance can serve \( (\lambda^r_j - 1) \) requests. Note here that serving a request does not incur any cost, only new instantiations do. Additionally, for each new instance of \( i \), the total number of instances \( y^r_d \) at \( d_k \) are incremented by 1 (line 10), and for each deployed NF, \( x^r_i,d_k \) is set to 1 (line 11). To conclude NF placement (first stage), datacenter \( d_k \) is also added to the subset of datacenters that serve request \( r \), i.e., set \( D(r) \).

Meanwhile, the Second Stage in Fig. 2 (lines 14-27) computes the shortest path connection between the source and destination, that passes through all datacenters \( d_k \in D(r) \) by considering the link failure probabilities \( \omega(i,j) \). Initially, the algorithm connects the source node \( src = 1 \) to the first
datacenter $d_1$ of $D(r)$. Specifically, this computation uses a risk-aware (RA) Dijkstra’s shortest path algorithm (line 20). This approach verifies whether each link has enough capacity to support the requested $b_r$. All variables $l^r_{i,j}$ along the path are then set to 1 (line 21), and datacenter $d_1$ is also added (line 22) to the set $C(r)$. This subset defines the datacenters that serve request $r$ and are already connected to their respective neighbors within the src and dst path. If there is another datacenter $j \in D$ in the path between src and dst, it is also added to $C(r)$ (line 23). This avoids duplicated path computation for datacenters yet to be analyzed in upcoming iterations. Before returning to the beginning of the loop, the src variable is replaced by the destination datacenter dst (line 25), which was initially set to $d_k$ (line 18). At the top of the loop, dst is set to the next datacenter $d_k \in D(r)$. Therefore, a risk-aware shortest path is computed between the previous destination and the following datacenter, i.e., in the second iteration a path is computed between $d_1$ and $d_2$, and so on and so forth. In the two final steps, a risk-aware shortest path is computed between the last datacenter and the destination dst (line 26), and all links $l^r_{i,j}$ within that traffic flow are set to 1 (line 27). To achieve this, the routing cost is defined as the sum of the setup cost $c^{ij}$ of all links associated with a traffic flow, and each respective link request-capacity ratio ($b_r/b_{ij}$) multiplied by its correlated failure probability $\omega(i, j)$, as:

$$\sum_{(i,j) \in E} (c^{ij} + b_r/b_{ij}) \ast (1 + \omega(i, j))$$  \hspace{1cm} (16)

Overall, the routing cost is proportionally increased by the link failure probabilities. Akin to the JRP-ILP scheme, the greedy heuristic scheme also sets all $\omega(i, j) \in E$ to zero.

D. Greedy Heuristic Complexity

The greedy algorithm basically finds the first acceptable solution. Namely, the First Stage selects a datacenter $d$ that can implement function $i \in F_d$ at the lowest cost $c^d_i$ (line 8). Note that NF placement here is done in a serialized manner, i.e., each NF is placed independently of its subsequent NF. Moreover, akin to the ILP optimization scheme, the computational time complexity in the First Stage is $O(|R||F||D|)$.

However, the Second Stage has much higher complexity. Namely, a “risk-aware” link-weighted shortest path is computed between the datacenters and endpoints. Clearly, the complexity of this algorithm is defined by the number of requests times the Dijkstra’s shortest path complexity, i.e., $O(|E|log|V|)$ [20]. Hence, the total run-time complexity for the RA-GH heuristic is bounded by $O(|R||D||E|log|D|)$.

V. PERFORMANCE EVALUATION

The proposed “risk-aware” NF placement and routing schemes are evaluated using the infrastructure topology shown in Fig. 3 with three potential risk failure regions. This configuration has 16 datacenter nodes, each of which is capable of instantiating all NFs. Now the number shown next to a link represents its corresponding failure probability $\omega(i, j) \in E$, as defined according to the $u_n$, SRLG region it falls within, where $n \in \{1, 2, 3\}$. Note that these values are used by the risk-aware RA-ILP and RA-GH schemes only.

Three types of data resources are also defined here, i.e., $W_d = \{w_{d,1}, w_{d,2}, w_{d,3}\}$, i.e., representing processor, memory and storage respectively. Without loss of generality, it is also assumed that $w_{d,i} = 5,000$ units, $i=1,2,3$. All link capacities are set to 10,000 units for all $l^r_{i,j}$, where $(i,j) \in E$. Additionally, the set of functions $F$ has five types, i.e., $F = \{f_0, f_1, ..., f_4\}$. Meanwhile, the amount of resources $w_{d,i}$ required to implement a function $i \in F_d$ is uniformly distributed between $30 \leq w_{d,i} \leq 70$ units. Also, the setup cost of placing an instance of function $i \in F_d$ at datacenter $d \in D$ is set to $c^d_i = 50$. The instance capacity $\chi^d_i$ of a function $i$ at datacenter $d$ is also 2 units. It is also assumed that the set of functions $F_d$ implemented by a datacenter $d$ is composed of all NFs $i \in F$ ($F_d = F$), and each request $r$ needs 4 NFs, i.e., $F_r$ is randomly selected from $F$ ($F_r \subseteq F$). Finally, the objective function weighting factors $w_1, w_2, w_3,$ and $w_4$ are set to 1,000, 1, 1 and 1,000, respectively. These values are chosen based upon the sensitivity analysis conducted in [19].

Initially all four schemes (RA-ILP, RA-GH, JRP-ILP and JRP-GH) are compared in terms of the number of satisfied NFs, mapping/deployment cost and routing cost (under working non-failure conditions). Overall, 60 rounds of $r$ requests are processed, where the round number, $rn$, identifies the amount of incoming requests for that specific batch, i.e., $rn = \{1, 2, ..., 60\}$, $rn =rn$. Furthermore, each request requires 4 NFs, therefore the total number of NFs is $rn \ast 4$. Overall, the first performance test analyzes the ability to place and route the requests. Here all four schemes manage to satisfy all request sets, indicating accuracy.

Next, further analysis is done to compare performance with regards to cost and survivability. In particular, the deployment and routing costs are compared for all schemes in Fig. 4. Namely, Fig. 4a shows that deployment costs are mostly similar. However the results in Fig. 4b indicate that the routing costs for the greedy heuristic (RA-GH and JRP-GH schemes) are much higher. Specifically, each greedy heuristic yields over twice the cost of its ILP optimization counterpart, i.e., the RA-GH scheme is about 2.3 times higher than the RA-ILP scheme and the JRP-GH scheme is about 2.3 times higher than the JRP-ILP scheme. Furthermore, the same plot also shows that the routing costs for the ILP optimization schemes are very similar. In fact, the costs of the RA-ILP scheme range between 0-4% higher than the JRP-ILP scheme.

Once the location problem has been solved, further tests are done for multi-failure conditions. Specifically, the first
failure region, \( u_1 \), is chosen and its related links are randomly failed. In particular, the links are failed according to the failure probabilities \( \omega(i, j) \), as defined in Fig. 3. Specifically, the following 4 physical \( l(i, j) \) links are disrupted according to their probabilities: \( l(1, 5) \), \( l(2, 4) \), \( l(2, 5) \) and \( l(5, 7) \). Note that this number represents 16% of the total network links, i.e., large multi-failure scenario. Now due to computational scalability limitations, the optimization and greedy heuristic schemes differ. Namely, the former can only handle small-to-medium networks, whereas the latter is more suitable for large-scale topologies. As a result their respective survivability performances are studied separately. Overall, Fig. 5a compares the ILP optimization schemes in terms of the number of requests that can be satisfied, i.e., due to the tradeoff between routing and link failures. These results show that the “risk-aware” RA-ILP scheme reduces overall failures by 10-20%. Similarly, Fig. 5b compares the number of failed requests for both of the greedy heuristic schemes and confirms that the risk-aware RA-GH scheme gives notably better survivability, i.e., 50% less failures.

Now the results in Fig. 5 assume that a single link failure disrupts an entire request path. However, the accuracy of the proposed risk-aware models can also be gauged further by computing a link failure ratio:

\[
fr_{rn} = \frac{fl_{rn}}{total_{rn}} \times 100
\]

(17)

where \( fl_{rn} \) is the number of failed links, and \( total_{rn} \) is the total number of links in a request path.

Along these lines, Fig. 6a compares this ratio for the optimization schemes and indicates that the “risk-aware” RA-ILP scheme reduces link failures by about 23%. Similarly, the same model is used to compare the RA-GH and JRP-GH schemes. Again, the “risk-aware” scheme reduces link failures by up to 84%, as shown in Fig. 6b. Clearly, introducing failure risk information into the VNF placement and routing process is very beneficial here, since deployment and routing costs have no considerable variation when this model is adopted. However, the number of discontinued services and links (in multi-failure scenario) are considerably reduced.
VI. CONCLUSIONS & FUTURE WORK

This paper presents a first look at disaster recovery support with the context of NFV-based infrastructures. In particular, a stochastic failure model is used for a-priori characterization of large-scale disaster events. Novel optimization and heuristic-based solutions are then presented for network function (NF) placement and routing, with a focus in minimizing failure (mapping, routing) risk as well as maximizing the number of satisfied demands. Detailed performance analysis results show that the proposed methods can significantly reduce virtual service disruption and link failure rates. Future efforts will focus on developing further “risk-aware” pre-provisioned protection strategies.
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