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Abstract—Routing over Low Power and Lossy Networks (RPL) is a standardized routing protocol for constrained Wireless Sensor Network (WSN) environments. The main node’s constraints include processing capability, power, memory, and energy. RPL defines how the nodes in a WSN form a Mesh topology enabling them to route messages. Unfortunately, various attacks exist on the RPL protocol that can disrupt the topology and consume nodes’ energy. In this paper, we propose an Intrusion Detection System (IDS) based on Self-Organizing Map (SOM) Neural Network to cluster the WSN routing attacks, and hence notify the system administrator at an early stage, reducing the risk of interrupting the network and consume nodes power. Results showed that the SOM is able to cluster routing packets with three different types of attacks, as well as clean data.
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I. INTRODUCTION

The Internet of Things (IoT) is a network of interconnected computing devices embedded in everyday objects, enabling them to exchange data in a Machine-to-Machine approach. This technology is empowering new services and business opportunities as the number of diverse IoT applications (smart homes, smart cities, smart vehicles [1], e-health and personal care, smart agriculture and others ...) is ultimately increasing. According to Gartner, the deployment of IoT devices is expected to reach almost $3 trillion in 2020. Hence, it is considered as a vital topic nowadays because of its influence different aspects of human lifestyle. A research conducted by Vanson Bourne indicates that security is one of the top three barriers preventing the adoption of IoT [2]. Results of a recent survey conducted by Altman Vilandrie & Company showed that almost half of all U.S companies that use IoT devices have been suffering from a security breach [3]. Therefore, securing IoT devices is important to foster their adoption by businesses and end customers. Multiple solutions for securing IoT devices exist [4][5], but most of them tackle the integrity and authentication problems, but not the availability.

An IoT network architecture is maintained based on various protocols (Fig. 1). For instance, a typical WSN (Wireless Sensor Network) include IEEE 802.15.4 on the physical and media access layers, IPv6, 6LoWPAN (IPv6 over Low-Power Wireless Personal Area Networks), and RPL (Routing Protocol for Low power and Lossy Network) on the network layer, MQTT (Message Queuing Telemetry Transport) or CoAP (Constrained Application Protocol) on the application layer.

RPL is a novel distance vector routing protocol standardized for constrained 6LoWPAN networks enabling nodes to communicate in a mesh topology. Unfortunately, several attacks exist on the RPL protocol that target a node’s availability, and increase dramatically its power consumption.

In this paper we propose a novel Intrusion Detection System (IDS) for classifying RPL well-known attacks. Several attempts to create an IDS for RPL attacks have been introduced. Raza et al. [6] proposed SVELTE, Kaplantzis et al. [7] used Support Vector Machines (SVM), Livani et al. [8] relied on feature vectors. In our IDS, we used the Self-Organizing Map (SOM) neural networks to perform RPL attacks classification. Neural networks in general can be divided into a variety of types, and can be applied to different types of applications [9][10][11][12].

The main contributions of our IDS include: 1) The ability to detect multiple types of RPL attacks using unsupervised learning, 2) Enhancing power consumption by notifying the network administrator at an early stage about a certain attack, 3) Ensuring network availability due to the immediate notice of a security breach.

The paper is divided as follows: Section II describes some background on RPL protocol and how the WSN topology is formed. Next, it explains the RPL well-known attacks and the control messages frequency on each attack. Moreover, it explains the SOM and how it can build a map from input samples. Section III introduces the proposed system, Section IV discusses the simulation and results. Finally, we conclude with the intended future work.
II. BACKGROUND AND LITERATURE REVIEW

In this section, we give an overview on RPL as a routing protocol, its topology formation, well-known attacks, and their implications on node’s power consumption. Furthermore, we elaborate on how SOM neural networks work.

A. Routing Protocol for Low power and Lossy Network (RPL)

Low-Power and Lossy Networks (LLNs) are a class of network in which both the routers and their interconnect are constrained [13]. RPL is a distance vector routing protocol that makes use of IPv6 in an LLN WSN network. The protocol tries to avoid loops by computing a node’s position relative to other nodes within a destination oriented directed acyclic graph (DODAG). This DAG is formed after exchanging RPL control messages between the nodes. Fig. 2 illustrates the sequence of control messages exchanged between nodes. RPL supports unidirectional traffic towards the root and bidirectional among participating nodes.

1) DODAG Information Object (DIO)

Message multicasted downwards by a node in the DODAG to let other nodes know about it. This message is considered as an announcement to inform other nodes to join the DAG if they are interested.

2) DODAG Information Solicitation (DIS)

When no announcement is received, a DIS control message is sent by the node to search if any DODAGs exist. This is considered similar to the Router Solicitation (RS) in IPv6 Neighbor Discovery.

3) DODAG Advertisement Object (DAO)

A message sent by a child to a parent or root to allow the child to join the previously built DODAG. A DAO message might be acknowledged by a Destination Advertisement Acknowledgment (DAO-ACK) message back to the originator.

4) DAO-ACK

A response sent by a parent or root after a DAO message that permits or denies a child to join the DODAG.

Fig. 2: RPL Control Messages Sequence Diagram (src: Washington University in St. Louis)

B. Attacks against RPL

In this section, we investigate the well-known security attacks against RPL in a WSN, the number of control messages per each attack, and their effects on the power consumption of a participating node.

1) HELLO Flood Attack

HELLO messages are used by nodes to announce themselves among their neighbors. They are broadcasted using DIO messages. An attacker might send DIO HELLO packets with increased power signal and a better routing metric, and hence introduce himself to many nodes as much as possible. Fig. 5 depicts the number of RPL control messages when the attack is launched.

Fig. 3: RPL Control Messages Frequencies on a clean network

The number of Control messages in a clean network behavior is depicted in Fig. 3. It is obvious that the version and rank changes are zero, while other control messages are interchanged normally. While observing the power consumption on nodes with a clean network topology (Fig. 4), they tend to stabilize to 2% to 4%. This is considered ideal as the node is not being abused and hence can benefit from the long battery life.

Fig. 4: Normal Power Consumption

Fig. 5: RPL Control Messages Frequencies during a HELLO flood attack

It is clear that the number of DIS message is high in this attack. Thus, considering this type of control message later as an input parameter to our IDS will be beneficial.
Regarding the power consumption during a HELLO flood attack (Fig. 6), the motes reached approximately 37% consumption which is a relatively high number compared to the clean topology. Hence, considering the power consumption of a mote as an input parameter is also considered as a good indicator.

2) Sinkhole Attack

The malicious attacker tries to create an artificial path to attract many reachable nodes and let them connect to it. This is achieved by announcing an optimal rank from the malicious node. As a result, traffic flowing through the neighbors will through it. This attack will not necessary disrupt the operation of the network, however, it might be combined with other attacks, and disrupt the topology.

In a sinkhole attack, the number of DIO messages seems to be the highest. This is due to the offers being sent by the motes on each rank change.

The power consumption in a sinkhole attack is also considered high compared to the clean topology. This helps us later in differentiating between a malicious packet and a clean one.

3) Version Number Attack

The attacker node tries to modify the DODAG version by increasing its number. This will lead to an unnecessary rebuilding of the DODAG. When the root receives a DIO with an invalid version number, it resets its trickle timer for resending a new DIO.

The power consumption of the version number attack is also high compared to the clean topology. Hence, we can easily detect later the occurrence of an malicious activity.

There exist many other attacks on RPL, but in this paper we will only tackle the aforementioned attacks. A research in progress on how to integrate other attacks like Selective-forwarding[14], Sybil attack[15] and others. In the following subsection, we give an overview about the SOM and how it can be used to represent an input space of n dimensions to 2D space.

C. Self Organizing Map (SOM) Neural Networks

Self-Organizing Map, introduced by Prof. Kohonen in the 1980s is a type of neural network that uses unsupervised learning to convert from nD (high) dimensional space to low dimensional space that can be easily visualized on a map. SOM applies competitive learning through a neighborhood function to keep the topological properties of the input space. In a SOM topology, two fully connected layers exist: the input and output layers (see Fig. 2). A neighborhood relation is defined on the output neurons. As most learning algorithms, the weights are initialized randomly. An input vector is chosen at random and presented to the lattice. Every node calculates its distance to the input vector using a distance function. The node that is the closest to the input is considered as the Best Matching Unit (BMU). Then, a radius around this BMU is calculated, and all neighboring nodes’ weights are adjusted to make them more like the input. The adjusted weights are calculated according to
Equation 1, where $t$ is the time-step, $L$ represents the learning rate which decreases with time.

$$W(t+1) = W(t) + \theta(t) L(t)(V(t) - W(t))$$  \hspace{1cm} (1)

The theta letter represents the influence rate a node’s distance from the BMU has on its learning.

### III. Proposed System

This section introduces the proposed system. We start with a high level architecture showing all major components involved from the learning phase till the map generation.

**A. Network Design**

We describe here the choice of all SOM parameters used in our system.

1) Measure of Distance

In SOM we determine the distance between the input vectors and the weights assigned to the neurons. Different distance functions exist such as Euclidean, Correlation, Cosine, Block Distance. In our system we selected the Euclidean distance (Equation 2).

$$\text{dist}(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}$$  \hspace{1cm} (2)

2) Neighborhood Functions

The neurons in the lattice interact among themselves using a neighborhood function. Various functions exist such as the Mexican hat, cone, cylinder, Gaussian, etc). We decided to use the Gaussian function as a neighborhood function (Equation 3) in our SOM.

$$h(d) = e^{-\left(d^2/2.\sigma^2\right)}$$  \hspace{1cm} (3)

3) Initialization of SOM

The weights in our SOM are initialized randomly, although there are different ways to initialize a SOM (Principal components, random samples from the input data). The number of neurons in the lattice is determined according to the Vesanto[19] formula (Equation 4).

$$m_{size} = 5 \times \sqrt{k}$$  \hspace{1cm} (4)

The learning rate adopted is 0.5, which was selected empirically, till it reaches 0.01. The selected radius is 4 till it reaches 1. A decay function is also used which defines the decrease of the neighborhood size around the BMU (Equation 5).

$$\sigma(t) = \sigma_0 \exp\left(-\frac{t}{\lambda}\right)$$  \hspace{1cm} (5)

4) Obtaining Data

Building a good model in machine learning is unquestionably dependent on the quantity, quality, preparation techniques, and relevance of the data obtained. By forming large datasets, the machine learning algorithm is exposed to a wider set of information that will help it learn, adapt, and gain knowledge. To form large datasets we relied on synthetic data resulting from multiple simulations with different scenarios using the COOJA network simulator for Contiki. The COOJA network simulator allows us to create real-life simulation scenarios, that captures and logs all packets that are exchanged between motes on the RPL protocol and one of the exclusive features of this simulator, is the ability to track the power consumption of each mote in near real-time. At the end of the simulation, we are left with a packet capture data file (.pcap), that can be fed into the Wireshark software for analysis and processing. To make it possible for our system to extract the data fields that
are in interest for us, we need to export the packet capture data as XML format through the Wireshark software. We ran the simulation and collected 37061 packets for HELLO flood, 31248 packets for Sinkhole, 53410 packets for Version Number attack, and 25132 packets for clean data.

5) Making Sense of the Data

There are the six fields that are relevant for our proposed solution:

1) Icmpv6.code: The message type (DIS, DIO, DAO)
2) Ipv6.dst_host: The destination host IP address
3) Ipv6.src_host: The source host IP address
4) Icmpv6.rpl.dio.version: The current version for the DAG
5) Icmpv6.rpl.dio.rank: The current rank of the source
6) Timestamp: The Unix timestamp

Table I shows an example of a packet data. Looking at the table’s record, we are not able to conclude whether this packet is from a malicious source or not, but having a set of records would help us decide if for a certain time window an intrusion did take place. After parsing the XML data exported from the Wireshark software, it is going to be passed as input to our aggregator module. The aggregator module will morph the previously mentioned packet fields into six different features by aggregating the data in time window of three seconds while grouping on the destination host, i.e: All packets for a destination host that are in the range of the three seconds timeframe will be aggregated and transformed into a vector of six features. To enhance the relation between the data fields, the features that we propose are the following:

1) DIS.number.of.messages.ratio: The number of DIS messages with respect to the total number of messages in the timeframe for the destination host.
2) DIO.number.of.messages.ratio: The number of DIO messages with respect to the total number of messages in the timeframe for the destination host.
3) DAO.number.of.messages.ratio: The number of DAO messages with respect to the total number of messages in the timeframe for the destination host.
4) Icmpv6.rpl.dio.version.changes.ratio: The ratio of version changes with respect to the number of messages in the timeframe for the destination host.
5) Icmpv6.rpl.dio.rank.ratio: The ratio of rank changes with respect to the number of messages in the timeframe for the destination host.
6) Mote.avg.power: The average power consumption for the destination mote in the timeframe, has the value 0 if the destination is a broadcast address.

Table II shows an example of aggregated data.

6) Making the data uniform

In the previous example, the aggregated data does not seem to be uniform, the values might range between 0 and 400 in the case of a three seconds time frame; widening that window may result in even a bigger gap between the minimum and maximum values. One way to bridge the range gap is to normalize the data between -1 and 1. Our normalization of choice is the min-max normalization which is known as Feature Scaling (Equation 6).

\[ X' = \frac{(x - dl)(vh - vl)}{(dh - dl)} \]

where:

\[ x \quad = \text{The current value} \]
\[ d \quad = \text{The high and low values for } x \]
\[ v \quad = \text{The high and low desired values for normalization} \]

IV. RESULTS AND SIMULATION

As mentioned earlier, Cooja is used as the simulation environment. Wireshark extension is integrated in Cooja to capture IEEE 802.15.4 packets.
parallel SOM Python library is used. Matplotlib [22] Python library is used to plot the SOM each phase during training and its final state (Fig. 13). After training, a U-Matrix is generated (Fig. 14). The U-Matrix (unified distance matrix) is a representation of a self-organizing map (SOM) where the Euclidean distance between the codebook vectors of neighboring neurons is depicted in a grayscale image. This figure is used to visualize the data in a high-dimensional space using a 2D image [23].

The visualization of the relative component distributions of the input data can be achieved using SOM Component Planes (Fig. 15). We can easily notice that we have four classes as output: Clean, HELLO Flood, Sinkhole, and Version Number. The SOM labeling can be summarized as follows:

1) Top-left cluster represents the clean packets.
2) Top-right cluster represents the Sinkhole attack.
3) Bottom-right cluster represents the HELLO flood attack.
4) Bottom-left cluster represents the Version number change attack.

The RPL protocol was developed to help reduce power consumption on IoT devices; Under the perfect circumstances the life-span of the IoT devices can be prolonged up-to a decade, but as interest grow, the need for security grows even further. With the pioneering of Machine Learning models, engineers tried to combine some of the most powerful neural networks with absurd and non-linear problems to obtain instant and error-prone results, allowing the system to invoke actions accordingly. The detection and classification of malicious attacks on an RPL network is important to help preserve the network’s integrity. To recognize the abnormal behaviour at an early stage, we’ve trained the Self-Organizing Map using an unsupervised learning model. By aggregating the networks’ packet capture along with the average power consumption...
or each mote on a specified timeframe, the SOM was able to cluster the normalized input training samples into four distinctive classes: HELLO Flood Attack, Sinkhole Attack, Version Attack, and clean data. As part of a future study, the IDS will be able to detect additional attacks, and the resulting SOM UMatrix would be used with fuzzy classification such as the Fuzzy C-means clustering.
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